
Some Methods To Be Avoided
In the following sections some statistical methods that should be avoided are
described.  These methods are not available in DUMPStat.

Analysis of Variance - ANOVA
Application of ANOVA procedures to ground-water detection monitoring
programs, both parametric and nonparametric is inadvisable for the following
reasons.

1. Univariate ANOVA procedures do not adjust for multiple comparisons
due to multiple constituents which can be devastating to the site-wide
false positive rate.  As such, a site with 10 indicator constituents will
have a 40% chance of failing at least one on every monitoring event
(USEPA 1992 section 5.2.1).
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2. ANOVA is more sensitive to spatial variability than contamination.
Spatial variability affects mean concentrations but typically not the
variance, hence small yet consistent differences will achieve statistical
significance.  In contrast, contamination affects both variability and
mean concentration, therefore a much larger effect is required to
achieve statistical significance.    In fact, application of ANOVA
methods to pre-disposal ground-water monitoring data can result in
statistically significant differences between upgradient and downgradient
wells, despite the fact that there is no waste in between.  The reasons
for this are:

a) The overall F-statistic tests the null hypothesis of no differences
among any of the wells regardless of gradient (i.e., it will be
significant if two downgradient wells are different), and

b) The distribution of the mean of 4 measurements (i.e., four
measurements collected from the same well within a six month
period) is normal with mean µ and variance σ2/4 whereas the
distribution of each of the individual measurements is normal
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ZLWK�PHDQ�µ�DQG�YDULDQFH�σ����7KLV�PHDQV�WKDW�WKH�VWDQGDUG
GHYLDWLRQ�RI�WKH�PHDQ�RI�IRXU�PHDVXUHPHQWV�LV�RQH�KDOI�WKH�VL]H
RI�WKH�VWDQGDUG�GHYLDWLRQ�RI�WKH�LQGLYLGXDO�PHDVXUHPHQWV
WKHPVHOYHV���$V�D�UHVXOW��VPDOO�EXW�FRQVLVWHQW�JHRFKHPLFDO
GLIIHUHQFHV�WKDW�DUH�LQYDULDEO\�REVHUYHG�QDWXUDOO\�DFURVV�D�ZDVWH
GLVSRVDO�IDFLOLW\�ZLOO�EH�DWWULEXWHG�WR�FRQWDPLQDWLRQ���7R�PDNH
PDWWHUV�ZRUVH��VLQFH�WKHUH�DUH�IDU�PRUH�GRZQJUDGLHQW�WKDQ
XSJUDGLHQW�ZHOOV�DW�WKHVH�IDFLOLWLHV��VSDWLDO�YDULDWLRQ�KDV�D�IDU
JUHDWHU�FKDQFH�RI�RFFXUUHQFH�GRZQJUDGLHQW�WKDQ�XSJUDGLHQW
IXUWKHU�LQFUHDVLQJ�WKH�OLNHOLKRRG�RI�IDOVHO\�FRQFOXGLQJ�WKDW
FRQWDPLQDWLRQ�LV�SUHVHQW���:KLOH�VSDWLDO�YDULDWLRQ�LV�DOVR�D
SUREOHP�IRU�SUHGLFWLRQ�OLPLWV�DQG�WROHUDQFH�OLPLWV�IRU�VLQJOH
IXWXUH�PHDVXUHPHQWV��LW�LV�QRW�QHDUO\�DV�VHYHUH�D�SUREOHP�DV�IRU
$129$�VLQFH�WKH�GLVWULEXWLRQ�RI�WKH�LQGLYLGXDO�PHDVXUHPHQW�LV
FRQVLGHUHG�DQG�QRW�WKH�PRUH�UHVWULFWLYH�GLVWULEXWLRQ�RI�WKH
VDPSOH�PHDQ�
��� 1RQSDUDPHWULF�$129$�LV�RIWHQ�SUHVHQWHG�DV�LI�LW�SURWHFWV�WKH�XVHU
IURP�DOO�RI�WKH�ZHDNQHVVHV�RI�LWV�SDUDPHWULF�FRXQWHUSDUW���7KLV�LV�QRW�WKH
FDVH���%RWK�PHWKRGV�DVVXPH�LGHQWLFDO�GLVWULEXWLRQV�IRU�WKH�DQDO\WH�LQ�DOO
PRQLWRULQJ�ZHOOV���7KH�RQO\�GLIIHUHQFH�LV�WKDW�WKH�SDUDPHWULF�$129$
DVVXPHV�WKDW�WKH�GLVWULEXWLRQ�LV�QRUPDO�DQG�WKH�QRQSDUDPHWULF�$129$
LV�LQGLIIHUHQW�WR�ZKDW�WKH�GLVWULEXWLRQ�LV���%RWK�SDUDPHWULF�DQG
QRQSDUDPHWULF�$129$�DVVXPH�KRPRJHQHLW\�RI�YDULDQFH��D�FRQGLWLRQ
WKDW�DOPRVW�QHYHU�RFFXUV�LQ�SUDFWLFH���7KLV�LV�QRW�D�ZHDNQHVV�RI�PHWKRGV
IRU�VLQJOH�IXWXUH�VDPSOHV��L�H���SUHGLFWLRQ�DQG�WROHUDQFH�OLPLWV��VLQFH�WKH
YDULDQFH�HVWLPDWHV�UHO\�VROHO\�RQ�WKH�EDFNJURXQG�GDWD���:K\�ZRXOG
DQ\RQH�ZDQW�WR�XVH�GRZQJUDGLHQW�GDWD�IURP�DQ�H[LVWLQJ�VLWH��ZKLFK
FRXOG�EH�DIIHFWHG�E\�WKH�VLWH��WR�FKDUDFWHUL]H�QDWXUDO�YDULDELOLW\"��<HW�WKLV
LV�H[DFWO\�ZKDW�WKH�$129$�GRHV���)XUWKHUPRUH��$129$�LV�QRW�D
JRRG�VWDWLVWLFDO�WHFKQLTXH�IRU�GHWHFWLQJ�D�QDUURZ�SOXPH�WKDW�PLJKW�DIIHFW
RQO\�RQH�RI����RU����PRQLWRULQJ�ZHOOV��86(3$������VHFWLRQ��������
��� $129$�UHTXLUHV�WKH�SRROLQJ�RI�GRZQJUDGLHQW�GDWD���6SHFLILFDOO\�
86(3$�KDV�VXJJHVWHG�WKDW�IRXU�VDPSOHV�SHU�VHPL�DQQXDO�PRQLWRULQJ
HYHQW�EH�FROOHFWHG��L�H���HLJKW�VDPSOHV�SHU�\HDU����$V�VXFK��RQ�DYHUDJH��LW
ZLOO�QHYHU�PRVW�UDSLGO\�GHWHFW�D�UHOHDVH��VLQFH�RQO\�D�VXEVHW�RI�WKH
UHTXLUHG�IRXU�VHPL�DQQXDO�VDPSOHV�ZLOO�EH�DIIHFWHG�E\�D�VLWH�LPSDFW�
7KLV�KHWHURJHQHLW\�ZLOO�GHFUHDVH�WKH�PHDQ�FRQFHQWUDWLRQ�DQG
GUDPDWLFDOO\�LQFUHDVH�WKH�YDULDQFH�IRU�WKH�DIIHFWHG�ZHOO�WKHUHE\�OLPLWLQJ
WKH�DELOLW\�RI�WKH�VWDWLVWLFDO�WHVW�WR�GHWHFW�FRQWDPLQDWLRQ�ZKHQ�LW�RFFXUV�
7KLV�LV�QRW�WUXH�IRU�WROHUDQFH�OLPLWV��SUHGLFWLRQ�OLPLWV�DQG�FRQWURO�FKDUWV�
ZKLFK�FDQ�DQG�VKRXOG�EH�DSSOLHG�WR�LQGLYLGXDO�PHDVXUHPHQWV���)RU�WKHVH
UHDVRQV��ZKHQ�DSSOLHG�WR�JURXQG�ZDWHU�GHWHFWLRQ�PRQLWRULQJ��$129$
ZLOO�PD[LPL]H�ERWK�IDOVH�SRVLWLYH�DQG�IDOVH�QHJDWLYH�UDWHV��DQG�GRXEOH�WKH
FRVW�RI�PRQLWRULQJ��L�H���$129$�UHTXLUHV�IRXU�VDPSOHV�SHU�VHPL�DQQXDO
HYHQW�RU�HLJKW�SHU�\HDU�YHUVXV�D�PD[LPXP�RI�IRXU�TXDUWHUO\�VDPSOHV�SHU
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year for prediction or tolerance limits that test each new individual
measurement and more typically only two samples per year).

To illustrate, consider the data in Table 2 which were obtained from a facility in
which no disposal of waste has yet occurred (see Gibbons, 1994 NSWMA Waste
Tech Conference Proceedings, Charleston SC, 1/14/94).

Well Event TOC TKN COD ALK
MW01 1 5.2000 .8000 44.0000 58.0000
MW01 2 6.8500 .9000 13.0000 49.0000
MW01 3 4.1500 .5000 13.0000 40.0000
MW01 4 15.1500 .5000 40.0000 42.0000
MW02 1 1.6000 1.6000 11.0000 59.0000
MW02 2 6.2500 .3000 10.0000 82.0000
MW02 3 1.4500 .7000 10.0000 54.0000
MW02 4 1.0000 .2000 13.0000 51.0000
MW03 1 1.0000 1.8000 28.0000 39.0000
MW03 2 1.9500 .4000 10.0000 70.0000
MW03 3 1.5000 .3000 11.0000 42.0000
MW03 4 4.8000 .5000 26.0000 42.0000
MW04 1 4.1500 1.5000 41.0000 54.0000
MW04 2 1.0000 .3000 10.0000 40.0000
MW04 3 1.9500 .3000 24.0000 32.0000
MW04 4 1.2500 .4000 45.0000 28.0000
MW05 1 2.1500 .6000 39.0000 51.0000
MW05 2 1.0000 .4000 26.0000 55.0000
MW05 3 19.6000 .3000 31.0000 60.0000
MW05 4 1.0000 .2000 48.0000 52.0000
MW06 1 1.4000 .8000 22.0000 118.0000
MW06 2 1.0000 .2000 23.0000 66.0000
MW06 3 1.5000 .5000 25.0000 59.0000
MW06 4 20.5500 .4000 28.0000 63.0000
P14 1 2.0500 .2000 10.0000 79.0000
P14 2 1.0500 .3000 10.0000 96.0000
P14 3 5.1000 .5000 10.0000 89.0000

Results of applying both parametric and nonparametric ANOVA to these
predisposal data yielded an effect that approached significance for Chemical Oxygen
Demand (COD) (p < .072 parametric and p < .066 nonparametric) and a significant
difference for Alkalinity (ALK) (p < .002 parametric and p < .009 nonparametric).
In terms of individual comparisons, significantly increased COD levels were found
for well MW05 (p < .026) and significantly increased ALK was found for wells
MW06 (p < .026) and P14 (p < .003) relative to upgradient wells.  Of course, these
results represent false positives due to spatial variability, since there is no garbage.
What is perhaps most remarkable, however, is the absence of any significant results

Table 2
Raw data for all detection
monitoring wells and
constituents (mg/l)
This facility has no garbage
in it.



Cochran’s Approximation to the Behrens Fisher t-
test
Although no longer required, for years the RCRA regulation was based on
application of the Cochran’s approximation to the Behrens Fisher (CABF) t-test.
The test was incorrectly implemented by requiring that four quarterly upgradient
samples from a single well and single samples from a minimum of three
downgradient wells each be divided into four aliquots and treated as if there were 4n
independent measurements.  The net result was that every hazardous waste disposal
facility regulated under RCRA was declared “leaking.”  As an illustration consider
the data in Table 3.
4 Appendix B

for TOC, where some of the values are as much as 20 times higher than the others.
The reason, of course, is that these extreme values tremendously increase the
within-well variance estimate, rendering the ANOVA powerless to detect any
differences regardless of magnitude.  This is yet another testimonial to why it is
environmentally negligent to average measurements from downgradient monitoring
wells, a problem that is inherent to ANOVA-type analyses when applied to dynamic
ground-water quality measurements.  The elevated TOC data are clearly inconsistent
with chance expectations and should be investigated.  In this case, however, they are
likely due to insects getting into the wells since this greenfield facility is in the middle
of the Mohave desert.
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Table 3

Date Replicate Average
1 2 3 4

Background
11/81 7.77 7.76 7.78 7.78 7.77
02/82 7.74 7.80 7.82 7.85 7.80
05/82 7.40 7.40 7.40 7.40 7.40
08/82 7.50 7.50 7.50 7.50 7.50

XB 7.62 7.62
SDB 0.18 0.20
NB 16 4

Monitoring
09/83 7.39 7.40 7.38 7.42 7.40

XB 7.40 7.40
SDB 0.02
NB 4 1

Note that the aliquots are almost perfectly correlated and add virtually no
independent information yet they are assumed to be completely independent by the
statistic.  The CABF t-test is computed as:
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The associated probability of this test statistic is 1 in 10,000 indicating that the
chance that the new monitoring measurement came from the same population as
the background measurements is 1 in 10,000.  Note that in fact, the mean
concentration of the four aliquots for the new monitoring measurement is identical
to one of the four mean values for background (i.e., 7.4), suggesting that intuitively
the probability is closer to 1 in 4 rather than 1 in 10,000.  Averaging the aliquots,
which should have never been split in the first place, yields the statistic:
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Illustration of pH data used
in computing the CABF
t-test.
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which has an associated probability of 1 in 2.  Had the sample size been increased to
NB =20 the probability would have decreased to 1 in 3.  In 1988 U.S. EPA
recognized this flaw and changed this regulation (see USEPA 1988).
Control of False Positive Rate by Constituent
Site-wide false positive and false negative rates are more important than choice of
statistic, nonetheless, certain statistics make it impossible to control the site-wide
false positive rate because the rate is controlled separately for each constituent (e.g.,
parametric and nonparametric ANOVA - see USEPA 1992 section 5.2.1).  The only
important false positive rate is the one which includes all monitoring wells and all
constituents, since any single exceedance can trigger an assessment.  This criterion
impacts greatly on the selection of statistical method.  These error rates are
dependent on the number of wells, number of constituents, number of background
measurements, type of comparison (i.e., intra-well versus inter-well), distributional
form of the constituents, detection frequency of the constituents and the individual
comparison false positive rate of the statistic being used.  Invariably, this leads to a
problem in interval estimation the solution of which is typically a prediction limit
that incorporates the effects of verification resampling as well as multiple
comparisons introduced by both multiple monitoring wells and multiple monitoring
constituents.
Restriction of Background Samples

Certain states have interpreted the Subtitle D regulation as indicating that
background be confined to the first four samples collected in a day or a semi-annual
monitoring event or a year.  The first approach (i.e., four samples in a day) violates
the assumption of independence and confounds day to day temporal and seasonal
variability with potential contamination.  As an analogy, consider setting limits on
yearly ambient temperatures in Chicago by taking four temperature readings on July
4th.  Say the temperature varied between 75 and 85 degrees on that day yielding a
prediction interval from 70 to 90 degrees.  As I write this, the temperature in
Chicago is -20 degrees.  Something is clearly amiss.  In the second example of
restricting background to the first four events taken in 6 months, the measurements
may be independent if ground water flows fast enough, but seasonal variability is
confounded with contamination.  The net result is that comparisons of background
water quality in the summer may not be representative of point of compliance water
quality in the winter (e.g., disposal of road salts increasing conductivity in the winter).
In the third example in which background is restricted to the first four quarterly
measurements, independence is typically not an issue and background versus point
of compliance monitoring well comparisons are not confounded with season.
However, as previously pointed out, restriction of background to only four samples
dramatically increases the size of the statistical prediction limit thereby increasing the
false negative rate of the test (i.e., the prediction limit is over five standard deviation
units above the background mean concentration).  The reason for this is that the
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uncertainty in the true mean concentration covers the majority of the normal
distribution.  As such we could obtain virtually any mean and standard deviation by
chance alone.  If by chance the values are low, false positive results will occur.  If by
chance the values are high, false negative results will occur.  By increasing the
background sample size, uncertainty in the sample based mean and standard
deviation decrease as does the size of the prediction limit, therefore both false
positive and false negative rates are minimized.  Furthermore, use of statistical
outlier detection procedures applied to the background data will remove the
possibility of spurious background results falsely inflating the size of the prediction
limit.


